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Agenda

● Title Introduction 
○ GOT-HIM: Gujarat, Odia, Tamil, Telugu, Hindi, Marathi 

● System description
● LM data
● Baseline system analysis
● Conclusion
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System

● Kaldi based hybrid DNN-HMM LF-MMI models
● DNN feature extraction was  based on 2 concatenated feature 

streams resulting in 240 dimension vector: 
1. 40dim f-bank output
2. Adaptation vector -> Affine transform 200dim

● Architecture: 
○ 6CNN+19TDNNF layers
○ CNN: 64, 64, 128, 128, 256, 256 filters
○ TDNN-F - 19x (1536-160-1536 neurons)
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System II

● Training style
● Multilingual training on all challenge languages
● Multilingual NN -> fine-tuning to the target language

● Adding Wikipedia data 
● Language ID based on utterance based MBR confidences
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System adaptation

● NN adaptation based on appending auxiliary vector to input 
features

● Two approaches:
○ Standard online i-vectors - 100 dimensions
○ x-vectors - 512 dimensions

● x-vectors
○ Training: extended TDNN architecture, SRE 2016 data used for 

training
○ Application: x-vectors are extracted on utterance basis for all 

challenge data and cloned according feature frames.
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LM data

● Found significant amount duplicate sentences in the training data
○ 350k -> 10k
○ Odia: 60k -> 0.8k
○ training data uniq

● Download Wikipedia data
○ 7.5M of new sentences: (0.7M BE, 0.4M GU, 0.7M HI, 0.66M MA, 0.1 

OR, 2M TA, 2.9M TE)
● Interpolated LM based on test set perplexity. 
● Language ID based on utterance based MBR confidences
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Multilingual systems

● AM + LM + test data pooled together

  

System test [%WER]

Multilingual 30.6

+ WB 30.5

 ++ xvec 30.2

+++ wikiLM 20.3

++++ suniqLM 18.2
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Monolingual systems

● MBR - LID: decoding with all lang.spec. models and pickup the 
most confidence one.

● Completely multilingual  systems are doing good LID job
● Monolingual system are better but LID needed (11% Err)
● No gain from system fusion

  

AM LM GU HI MR OR TA TE

Multilingual Mult 14.7 18.8 10.5 30.3 17.4 18.1

Monolinguual Mono (oracle LID) 12 19.2 11.3 30.4 16.7 17.8

Multilingual Mono (oracle LID) 13.7 18.3 9.3 28.1 17.2 17.6

Fine-Tuned from 
multilingual NN 

Mono (oracle LID) 12.1 17.3 8.4 27.8 16.8 17.2
Mono (MBR LID) - 
Submitted 13.2 17.8 11.0 30.5 19.2 20.2
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Leaderboard

  

https://navana-tech.github.io/IS21SS-indicASRchallenge/leaderboard.html
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Conclusion

● Upsampling is slightly better than downsampling
● x-vectors overcome i-vectors
● Significant boost from external wikipedia LM data
● Significant degradation by confidence based LID

○ proper LID experiments 
● Missing RNN-LM (submitted after deadline)


