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Introduction



To build better multilingual and code-switching ASR systems for low resource Indian languages

Multilingual ASR
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Approach

e Unified Parser for Indian languages (Baby et al. 2016a) - an in-house rule-based
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Approach

e Unified Parser for Indian languages (Baby et al. 2016a) - an in-house rule-based
phoneme-level common label set (CLS) representation

e Use CLS representation to train multilingual and code-switching ASR

Why CLS?
o (Prakash et al. 2019; Prakash and Murthy 2020) - Better text-to-speech (TTS) synthesis
for low resource Indian languages using CLS

e (Datta et al. 2020; Thomas, Audhkhasi, and Kingsbury 2020) - Use transliterated text to
train multilingual ASR.

e (Shetty and Umesh 2021) - Use a character mapping between different Indian Languages,
inspired by CLS, to train multilingual ASR



Common Label Set (CLS)



Table 1: Examples of words and their corresponding CLS representations

Language | Word Parser output CLS
Guijarati &y harsxee harSE
Hindi GEER kadxwee kaswE
Marathi HC ghatx Hac
Odiya ity saarichi sATCi
Tamil é’l@umg anxumati allumati
Telugu ods eeqixii Eqcl
English action AEKSHAHN kdan

Parsers
e Indian Languages: Unified Parser (Baby et al. 2016b)

e English : Neural network-based grapheme to phoneme converter (Park and Kim 2019)



Multilingual ASR



Baseline E2E Model

Table 2: Baseline Hybrid CTC-attention
(Watanabe et al. 2018; Watanabe et al.

. 2017) model
e Sampling Rate: 8000Hz

e Features: 80 mel filter bank energies along + [Hybrid CTC Attention]
. Output in Native Script
pitch

e Architectures: Hybrid CTC-attention models l—l—’

(Watanabe et al. 2018; Watanabe et al. 2017) CTC layer
using transformers

e Toolkit : ESPNet (Watanabe et al. 2018)

e Output Units: byte-pair (Kudo 2018) and
character

Transformer
:Decoder

‘ Transformer: Encoder ]

filterbank coefficients with
pitch



CLS E2E Model

Table 3: Proposed CLS E2E model

Output
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Table 3: Proposed CLS E2E model

Output
[in CLS] Output [in Native Script]

!

e CLS representation is used to pool data
from all six languages and train E2E

Language ID +

model CTC layer Transformer

: Decoder

Machine Transliteration

e Language ID is performed on the
decoded CLS

[ Transformer: Encoder }

filterbank coefficients with
pitch



E2E Model

Table 3: Proposed CLS E2E model

Output

o CLS representation is used to pool data lin CLS] Output [in Native Script]

!

from all six languages and train E2E

Language ID +

model Transformer

: Decoder

CTC layer Machine Transliteration

e Language ID is performed on the
decoded CLS

e Machine Transliteration is used to

[ Transformer: Encoder }

retrieve native text from CLS

filterbank coefficients with
pitch



Why Machine Transliteration?

e Phoneme (CLS) to grapheme (native script) mapping is not one-to-one

e Rules such as schwa deletion, geminate correction, and syllable parsing (Baby et al.
2016a) add to the complexity.

Table 4: Confusions in CLS to native script mapping

Language CLS Possible mappings
Hindi kAmcor HEAR, BFAR

Bengali | SidgAnt | Prars, Prs, Pmdtas




Language ID Machine Transliteration

e Features: multi-gram TF-IDF (at e Toolkit: ONMT toolkit (Klein et al. 2017)

both character and word-level) e Architecture: long short term memory (LSTM)
e Classifier: Naive Bayes based encoder-decoder model with global
e Results: Accuracy of 99.7% on attention

sub-task 1 development data e Results: 1.78% average WER and 0.44% average
el dditionaliresonrceanised: CER on sub-task 1 development data

IndicTTS text data (Baby et al. e Additional resources used: IndicTTS text data

2016b) (Baby et al. 2016b)



Dual Script E2E Model

Figure 1: Proposed Dual Script E2E Model

Output [in Native Script] Output 2 [in CLS
e Integrates the LID and put2 ]

machine transliteration backend ’—‘—‘ ’—‘—‘
within the E2E model CTC layer Transformer

e Two CTC layers and decoders 3 DEaEley
to predict the CLS and native :

|anguage SCI’ipt simulta neously [ Transformer: Encoder }

|

filterbank coefficients with
pitch

CTC layer 2 Transformer
: Decoder 2
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Figure 1: Proposed Dual Script E2E Model

Output [in Native Script
e Integrates the LID and S SRR

machine transliteration backend ’—‘—‘

within the E2E model CTC layer
e Two CTC layers and decoders

Transformer
: Decoder

to predict the CLS and native f
|anguage SCI’ipt simultaneously [ Transformer: Encoder }
e Output in CLS is discarded l

during decoding

filterbank coefficients with
pitch



Results (Dual Script E2E Model)

Table 5: Results of sub-task 1 on development data

System BPU/ _ e Dual script model has given
Type cu hi mr or ta te gu Avg the b
I i e best performance for 4 out
Challenge Baseline
GMM-HMM | - 69.0 | 332 | 55.7 | 48.8 | 472 | 28.3 | 46.8 of 6 languages
TDNN - 404 | 224 | 390 | 335 | 30.6 | 19.2 | 307
Our Results (Without Language Model)
Baseline BPU | 521 | 33.8 | 713 | 313 | 329 | 265 | 495
E2E Model CU | 265 | 171 | 36.1 | 353 | 36.6 | 28.4 | 30.0
cLS BPU | 34 | 218 | 501 | 317 | 315 | 265 | 326
E2E Model CU | 262 | 174 | 305 | 37.8 | 372 | 30.1 | 346
Dual Script | BPU | 294 | 19.8 | 449 | 30.5 | 319 | 244 | 301
E2E Model CU | 25.9 [ 17.1 [37.4 | 352 | 358 | 27.7 | 298
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Results (Dual Script E2E Model)

Table 5: Results of sub-task 1 on development data

System U | o | ol w o | e e Dual script model has given
Type cu the best performance for 4 out
Challenge Baseline of 6 Ianguages
GMM-HMM | - [ 69.0 | 332 | 55.7 | 48.8 | 47.2 | 28.3 | 4638
TDNN - | 404 | 224390335306 192|307 e The CU Dual Script model
Our Results (Without Language Model) improves the average WER by
Baseline BPU | 521 | 33.8 | 71.3 | 31.3 | 32.0 | 26.5 | 49.5 i i
E2E Model | CU | 265 | 17.1 | 36.1 | 353 | 36.6 | 28.4 | 300 ~ 1% over baseline without
CLS BPU | 34 [ 218|501 317315265 326 using any language model
E2E Model CU | 262174305378 [37.2]301] 346
Dual Script | BPU | 29.4 | 19.8 | 44.9 [ 305 | 31.9 | 24.4 | 30.1
E2E Model CU |259[ 171374352358/ 27.7 [ 29.8

10



Language Model

e Architecture: Transformers
e Toolkit: ESPNet (Watanabe et al. 2018)

e Additional Resources Used: Indic TTS (Baby et al. 2016b), Al4Bharat NLP corpora
(Kakwani et al. 2020)

e Total Size: ~ 150 million sentences

e No of epochs trained: 1

11



Results with LM

Table 6: Results of sub-task 1 on development data e With language model, the
System | BPU/ | proposed model gave better
hi mr or ta te gu Avg g
Type cu results for all the six languages
TDNN . 404 | 224 | 300 | 335 | 306 | 192 | 307
Results without any Language Model
CLS BPU | 34 | 218 | 50.1 | 317 | 315 | 265 | 326

E2E Model CcuU 26.2 17.4 | 395 | 378 | 37.2 | 30.1 | 34.6
Dual Seript | BPU | 29.4 | 19.8 | 449 | 305 | 319 | 244 | 301
E2E Model CuU 259 | 17.1 | 374 | 352 | 358 | 27.7 | 29.8
Results with Language Model
CLS BPU | 31.8 | 21.8 | 482 | 256 | 242 | 20.7 | 28.7
E2E Model cu 21.4 14.6 38.3 28.8 27.3 224 | 254
Dual Script | BPU | 27.8 | 20.0 | 48.2 | 23.6 | 23.6 | 18.8 | 27.0
E2E Model CuU 216 | 15.1 | 36.0 259 | 253 | 20.5 | 24.0
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Results with LM

Table 6: Results of sub-task 1 on development data
e With language model, the

proposed model gave better
System BPU/

Type cu | Mmoo | 2| te ] gu ) A results for all the six languages
TDNN - | 40412241390 335306 | 192307 5 e €U Dl Sefist: med)
Results without any Language Model .
cLs BPU | 34 | 21.8 | 501 | 31.7 | 315 | 265 | 32.6 achieved an absolute
E2E Model | CU | 262 | 17.4 | 395 | 37.8 | 37.2 | 30.1 | 346 improvement of 6% over the

Dual Script | BPU | 29.4 | 19.8 | 449 | 30.5 | 31.9 | 244 | 30.1
E2E Model Cu 259 | 17.1 | 37.4 | 352 | 3568 | 27.7 | 29.8
Results with Language Mode
CLS BPU | 31.8 | 21.8 | 48.2 | 25.6 | 24.2 | 20.7 | 28.7
E2E Model CuU 214 | 146 | 383 | 28.8 | 27.3 | 22.4 | 25.4
Dual Script | BPU | 27.8 | 20.0 | 48.2 | 23.6 | 23.6 | 18.8 | 27.0
E2E Model CuU 21.6 | 15.1 | 36.0 | 25.9 | 25.3 | 20.5 | 24.0

challenge baseline.
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Results with

Table 6: Results of sub-task 1 on development data
Sfyt::] BES/ hi mr or ta te gu Avg
TDNN - 40.4 | 22.4 | 39.0 | 33.5 | 30.6 | 19.2 | 30.7
Results without any Language Model
CLS BPU 34 | 218|501 317|315 |265 | 326
E2E Model CcuU 26.2 | 17.4 | 395 | 378 | 37.2 | 30.1 | 346
Dual Script | BPU | 29.4 | 19.8 | 449 | 305 | 31.9 | 244 | 30.1
E2E Model CcuU 259 | 171 | 374 | 352 | 3568 | 27.7 | 29.8
Results with Language Model
CLS BPU | 31.8 | 21.8 | 48.2 | 25.6 | 24.2 | 20.7 | 28.7
E2E Model Ccu 214 | 146 | 383 | 28.8 | 27.3 | 224 | 254
Dual Script | BPU | 27.8 | 20.0 | 48.2 | 23.6 | 23.6 | 18.8 | 27.0
E2E Model Ccu 21.6 | 15.1 | 36.0 | 25.9 | 25.3 | 20.5 | 24.0

e With language model, the
proposed model gave better
results for all the six languages

e The CU Dual Script model
achieved an absolute
improvement of 6% over the
challenge baseline.

e The best performing three
systems were submitted for
evaluation on blind data
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Blind Test Results

Table 7: Results of sub-task 1 on blind data

e Except Marthi, the dual script

or‘ta‘te‘gu‘Avg
| | | system outperformed the

thallengé Baseline b li lts f Il si
TDNN |- [ 372 | 29.0 | 384 | 340 | 314 | 261 | 32.73 aseline resufts for all six

‘ ‘ Submitted Systems ‘ ‘ languages
LS .
cu 195 | 859 | 37.1 | 320 | 30.3 | 329 | 396 e On the average WER, still the

E2E Model '

i line w r
Dual Seribt | 5oy | 553 | 100.3 | 512 | 25.1 | 25.4 | 25.4 | 421 baseline was bette
E2E Model
Dual Seript | | 178 | 1117 | 32.1 | 271 | 281 | 20.8 | 411
E2E Model ’ ' ’ ' ’ ’ ’
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Blind Test Results without Marathi

Table 8: Results of sub-task 1 on blind data

System BPU/ hi or ta te gu Avg
Type CU ) ]
: "Challenge Baseline : : e Excluding Marathi, the
TDNN | - | 37.2 | 38.4 | 340 | 314 | 26.1 | 33.4 submitted system achieved 6%
‘ ' Submitted Systems ‘ ‘ absolute improvement in
cLs cu 195 | 37.1 | 320 | 30.3 | 32.9 | 303 average WER.
E2E Model
Dual Script | oy | 053 | 512 | 25.1 | 25.4 | 25.4 | 30.4
E2E Model
Dual Script
CuU 17.8 | 32.1 | 27.1 | 28.1 | 29.8 | 27.4
E2E Model

14



Code Switching ASR



Sub Task 2 Results

Table 9: Results of sub-task 2 on development and
blind data e For subtask 2, BPU give better results

consistently

e The proposed model achieved 5%

System BPU/ Dev Data improvement over the challenge baseline
Type cu hi-en ! bn-en ! Avg without any language model
Clirflinegs Bepsling (Wi [enpglens iios) e Note: Baseline systems were trained and
GMM-HMM - 443 | 39.1 41.7
decoded separately for each
TDNN - 36.9 | 34.0 35.6 | o Th d "
E2E Model | BPU | 27.7 | 372 | 324 tan,g“:ge'pa!j dle p“;plose SYSEEM Were
Our Results (Without Language Model) .r?me c.om inedly an. an(;gue?ge—palr
sl Stz cuU 330 270 30 |dn orr;ﬁ.atlon was not given during
E2E Model | BPU | 289 | 25.3 | 27.1 ecoding.
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Sub Task 2 Blind Test Result

Table 10: Results of sub
and blind data

-task 2 on development

System BPU/

Cu

Type

Blind Test

hi-en | bn-en | Avg

Challenge Baseline (V

Vith Laﬁguage Model)

E2E Model | BPU | 255 | 32.8 | 20.1

Our Results (Withot

ut Language Moael)

Dual Script

E2E Model BPU

22.0

27.8 | 24.9

e On the blind test as well, the proposed
model achieved 5% improvement over the
challenge baseline.
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Other Issues




Figure 2: Example of a wrongfully penalized utterance

REF: &(HUT BT6HT HeOLD 2 MIS6IT _ 256060 QIILIG &G
&rﬁ]&)s’n et e ok e e Lﬁ-&rmmu_ls'ﬂ-m 5n-§sﬁ]

HYP:  S(HUT BHT6HT HEVLD 2 MRIGEHT **esrrseess mmm ALY 6@
2 _hiG6T 26001600 2_6iT6r &1§60)
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Figure 3: Sentences mostly made up of English words (From subtask-1 Marathi dataset)

REF: TTSIUGH! S QSR AT = $H
(HDFC Bank Share Analysis Show)

REF: Ga&hled R H

(Subscribe Renew)

REF: 313l 3{°0 SI&Ads B
(JIO app download)|

Valid Languages: Hindi, Marathi, Gujarati

18



Summary




e Using two different models, CLS representation has been shown to be effective for both
multilingual and code-switching task in the context of ASR

e Dual Script framework provides a novel way to train multilingual ASR using the native
script and a common representation
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