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Introduction



Objective

To build better multilingual and code-switching ASR systems for low resource Indian languages

Multilingual ASR

code-switching ASR

2



Approach

� Unified Parser for Indian languages (Baby et al. 2016a) - an in-house rule-based

phoneme-level common label set (CLS) representation

� Use CLS representation to train multilingual and code-switching ASR

Why CLS?

� (Prakash et al. 2019; Prakash and Murthy 2020) - Better text-to-speech (TTS) synthesis

for low resource Indian languages using CLS

� (Datta et al. 2020; Thomas, Audhkhasi, and Kingsbury 2020) - Use transliterated text to

train multilingual ASR.

� (Shetty and Umesh 2021) - Use a character mapping between different Indian Languages,

inspired by CLS, to train multilingual ASR
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Common Label Set (CLS)



CLS

Table 1: Examples of words and their corresponding CLS representations

Parsers

� Indian Languages: Unified Parser (Baby et al. 2016b)

� English : Neural network-based grapheme to phoneme converter (Park and Kim 2019)
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Multilingual ASR



Baseline E2E Model

� Sampling Rate: 8000Hz

� Features: 80 mel filter bank energies along +

pitch

� Architectures: Hybrid CTC-attention models

(Watanabe et al. 2018; Watanabe et al. 2017)

using transformers

� Toolkit : ESPNet (Watanabe et al. 2018)

� Output Units: byte-pair (Kudo 2018) and

character

Table 2: Baseline Hybrid CTC-attention

(Watanabe et al. 2018; Watanabe et al.

2017) model

Transformer: Encoder

Transformer 
:Decoder

CTC layer

filterbank coefficients with 
pitch

[Hybrid CTC Attention] 
Output in Native Script

Transformer: Encoder

Transformer
: Decoder 

CTC layer 

filterbank coefficients with 
pitch

Output [in Native Script]

Transformer
: Decoder 2 

CTC layer 2

Output 2 [ in CLS]

B.    CLS E2E Model C.    Dual Script E2E Model

Transformer: Encoder

Transformer
: Decoder

CTC layer

filterbank coefficients with 
pitch

Output 
[in CLS]

Language ID + 
Machine Transliteration

Output [in Native Script]
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CLS E2E Model

� CLS representation is used to pool data

from all six languages and train E2E

model

� Language ID is performed on the

decoded CLS

� Machine Transliteration is used to

retrieve native text from CLS

Table 3: Proposed CLS E2E model

Transformer: Encoder

Transformer
: Decoder 

CTC layer 

filterbank coefficients with 
pitch

Output [in Native Script]

Transformer
: Decoder 2 

CTC layer 2

Output 2 [ in CLS]

C.    Dual Script E2E Model

Transformer: Encoder

Transformer
: Decoder

CTC layer

filterbank coefficients with 
pitch

Output 
[in CLS]

Language ID + 
Machine Transliteration

Output [in Native Script]
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Why Machine Transliteration?

� Phoneme (CLS) to grapheme (native script) mapping is not one-to-one

� Rules such as schwa deletion, geminate correction, and syllable parsing (Baby et al.

2016a) add to the complexity.

Table 4: Confusions in CLS to native script mapping
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Language ID

� Features: multi-gram TF-IDF (at

both character and word-level)

� Classifier: Naive Bayes

� Results: Accuracy of 99.7% on

sub-task 1 development data

� Additional resources used:

IndicTTS text data (Baby et al.

2016b)

Machine Transliteration

� Toolkit: ONMT toolkit (Klein et al. 2017)

� Architecture: long short term memory (LSTM)

based encoder-decoder model with global

attention

� Results: 1.78% average WER and 0.44% average

CER on sub-task 1 development data

� Additional resources used: IndicTTS text data

(Baby et al. 2016b)
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Dual Script E2E Model

� Integrates the LID and

machine transliteration backend

within the E2E model

� Two CTC layers and decoders

to predict the CLS and native

language script simultaneously

� Output in CLS is discarded

during decoding

Figure 1: Proposed Dual Script E2E Model

Transformer: Encoder

Transformer
: Decoder 

CTC layer 

filterbank coefficients with 
pitch

Output [in Native Script]

Transformer
: Decoder 2 

CTC layer 2

Output 2 [in CLS]
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Results (Dual Script E2E Model)

Table 5: Results of sub-task 1 on development data

System

Type

BPU/

CU
hi mr or ta te gu Avg

Challenge Baseline

GMM-HMM - 69.0 33.2 55.7 48.8 47.2 28.3 46.8

TDNN - 40.4 22.4 39.0 33.5 30.6 19.2 30.7

Our Results (Without Language Model)

Baseline

E2E Model

BPU 52.1 33.8 71.3 31.3 32.9 26.5 49.5

CU 26.5 17.1 36.1 35.3 36.6 28.4 30.0

CLS

E2E Model

BPU 34 21.8 50.1 31.7 31.5 26.5 32.6

CU 26.2 17.4 39.5 37.8 37.2 30.1 34.6

Dual Script

E2E Model

BPU 29.4 19.8 44.9 30.5 31.9 24.4 30.1

CU 25.9 17.1 37.4 35.2 35.8 27.7 29.8

� Dual script model has given

the best performance for 4 out

of 6 languages

� The CU Dual Script model

improves the average WER by

≈ 1% over baseline without

using any language model
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Language Model

� Architecture: Transformers

� Toolkit: ESPNet (Watanabe et al. 2018)

� Additional Resources Used: Indic TTS (Baby et al. 2016b), AI4Bharat NLP corpora

(Kakwani et al. 2020)

� Total Size: ≈ 150 million sentences

� No of epochs trained: 1
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Results with LM

Table 6: Results of sub-task 1 on development data

System

Type

BPU/

CU
hi mr or ta te gu Avg

TDNN - 40.4 22.4 39.0 33.5 30.6 19.2 30.7

Results without any Language Model

CLS

E2E Model

BPU 34 21.8 50.1 31.7 31.5 26.5 32.6

CU 26.2 17.4 39.5 37.8 37.2 30.1 34.6

Dual Script

E2E Model

BPU 29.4 19.8 44.9 30.5 31.9 24.4 30.1

CU 25.9 17.1 37.4 35.2 35.8 27.7 29.8

Results with Language Model

CLS

E2E Model

BPU 31.8 21.8 48.2 25.6 24.2 20.7 28.7

CU 21.4 14.6 38.3 28.8 27.3 22.4 25.4

Dual Script

E2E Model

BPU 27.8 20.0 48.2 23.6 23.6 18.8 27.0

CU 21.6 15.1 36.0 25.9 25.3 20.5 24.0

� With language model, the

proposed model gave better

results for all the six languages

� The CU Dual Script model

achieved an absolute

improvement of 6% over the

challenge baseline.

� The best performing three

systems were submitted for

evaluation on blind data
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Blind Test Results

Table 7: Results of sub-task 1 on blind data

System

Type

BPU

/CU
hi mr or ta te gu Avg

Challenge Baseline

TDNN - 37.2 29.0 38.4 34.0 31.4 26.1 32.73

Submitted Systems

CLS

E2E Model
CU 19.5 85.9 37.1 32.0 30.3 32.9 39.6

Dual Script

E2E Model
BPU 25.3 100.3 51.2 25.1 25.4 25.4 42.1

Dual Script

E2E Model
CU 17.8 111.7 32.1 27.1 28.1 29.8 41.1

� Except Marthi, the dual script

system outperformed the

baseline results for all six

languages

� On the average WER, still the

baseline was better
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Blind Test Results without Marathi

Table 8: Results of sub-task 1 on blind data

System

Type

BPU/

CU
hi or ta te gu Avg

Challenge Baseline

TDNN - 37.2 38.4 34.0 31.4 26.1 33.4

Submitted Systems

CLS

E2E Model
CU 19.5 37.1 32.0 30.3 32.9 30.3

Dual Script

E2E Model
BPU 25.3 51.2 25.1 25.4 25.4 30.4

Dual Script

E2E Model
CU 17.8 32.1 27.1 28.1 29.8 27.4

� Excluding Marathi, the

submitted system achieved 6%

absolute improvement in

average WER.
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Code Switching ASR



Sub Task 2 Results

Table 9: Results of sub-task 2 on development and

blind data

System

Type

BPU/

CU

Dev Data

hi-en bn-en Avg

Challenge Baseline (With Language Model)

GMM-HMM - 44.3 39.1 41.7

TDNN - 36.9 34.0 35.6

E2E Model BPU 27.7 37.2 32.4

Our Results (Without Language Model)

Dual Script

E2E Model

CU 33.0 27.0 30

BPU 28.9 25.3 27.1

� For subtask 2, BPU give better results

consistently

� The proposed model achieved 5%

improvement over the challenge baseline

without any language model

� Note: Baseline systems were trained and

decoded separately for each

language-pair. The proposed system were

trained combinedly and language-pair

information was not given during

decoding.

15



Sub Task 2 Blind Test Result

Table 10: Results of sub-task 2 on development

and blind data

System

Type

BPU/

CU

Blind Test

hi-en bn-en Avg

Challenge Baseline (With Language Model)

E2E Model BPU 25.5 32.8 29.1

Our Results (Without Language Model)

Dual Script

E2E Model
BPU 22.0 27.8 24.9

� On the blind test as well, the proposed

model achieved 5% improvement over the

challenge baseline.

16



Other Issues



Figure 2: Example of a wrongfully penalized utterance
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Figure 3: Sentences mostly made up of English words (From subtask-1 Marathi dataset)

18



Summary



Summary

� Using two different models, CLS representation has been shown to be effective for both

multilingual and code-switching task in the context of ASR

� Dual Script framework provides a novel way to train multilingual ASR using the native

script and a common representation
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